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We perform data attribution 
for learned hidden-layer 
concept directions.

Concept learning is 
convergent: robust to 
training example removal, 
and consistent across 
different training runs.
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Why care?

Models seem to represent their important hidden features linearly as directions 
(the ‘linear representation hypothesis’).

We measure these concepts with linear probes, and ask the questions:
1. Which examples in the model’s training data were important for learning 
these concepts?

2. How robust is the formation of these concepts?

We approach this by attributing concept probe predictions back to the base 
model’s training set.

Concepts of Interest
• Snakes (ImageNet snake classes)

• High-Low Frequency: 
    Transitions from high to low 
    spatial frequencies
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1.Train 𝑁	models with different random seeds on the training set. 
2.Choose a hidden layer 𝑖, append a probing classifier 𝑔 to its output, freeze the weights of 𝑓!", and train 
𝑔	 ∘ 𝑓!" on the concept dataset. 

3.Calculate attributions (with e.g., TRAK) for 𝑔	 ∘ 𝑓!" on elements of the test set in terms of the original 
training data. Aggregate across fixed layers and concepts.

Schematic of our approach for hidden feature attribution

Main Results

Concept presence at different network layers 

Robustness of concept learning 
to training exemplar removal

Training set attributions for concept learning 

Figure 2: Training set attributions for concept learning. The four highest and two lowest attributed
training set images (decreasing ⌧c(xtr) from left to right) for concept learning at different network
layers. Left half: snakes concept. Right half: high-low frequencies concept.

How does learned concept attribution vary between network layers? For the snakes concept,
full snake images appear to be important for concept learning in deeper network layers, while images
that possess textures common for snakes are most important for the earlier layer1. The concept
does not appear to be present in very early layers (layer1.0.conv2), which is reasonable given
that “snakes” is an abstract concept (see also Fig. 3). These observations are compatible with the
conventional wisdom that deeper network layers learn more complex abstract features (such as
objects), while earlier layers learn more basic features (such as textures).

Figure 3: Concept presence within different net-

work layers. Average concept detection validation
accuracy of probes trained on different layers, for
each concept; confidence bands are std. deviation
over 5 base models.

The high-low frequency concept is fairly present
throughout the network (Fig. 2, right and
Fig. 3). Highest-attributed (and certain lowest-
attributed) training set images for this concept
contain transitions from high to low spatial fre-
quency, such as pomegranate seeds over a flat
background (layer1.0.conv2, image 1), base-
ball threading alongside a flat casing (layer1,
image 4), interwoven threads over a smooth
background, (layer2, image 1), and fur over a
smooth background (layer3, image 2). In com-
parison to the snakes concept probe which has
increasing accuracy with network depth, likely
due to its connection to the base models clas-
sification task, the high-low frequency concept
fades after layer 3 as it is synthesized into higher-
level concepts related to the label classes.

Are the concepts that a model learns the result of a few select exemplars? We analyze the
importance of images in the base model’s training set Xtr for concept learning by (1) removing the
T highest-attributed images from Xtr to obtain X�T

tr (T 2 {100, 1, 000, 10, 000}), (2) re-training
the M base models on X�T

tr , and (3) training concept probes on each of them for a given layer.3 If
the probe concept detection validation accuracy changes after the training set is pruned of the most
important examples of a concept, then we conclude that these examples were primarily responsible
for the model learning the concept. If this does not happen, it suggests that a model learns a concept
in a more flexible way, from a broad range of examples. For this experiment we measure concepts in
the layer where both were most present on average, layer3. Our results are shown in the middle and
right plots in Figure 4 (where these first experiments correspond to sparsity equal to 102), concept
validation accuracy did not change on models trained on X�T

tr for varying T compared to the baseline
3Note that the concept probe training and validations sets X c

tr, X c
val are unchanged from their original

definition (Sec. 3).
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